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Abstract—Communication is an essential needs for people. 
Generally, people communicate verbally. However, some people 
have a deficiency of not being able to communicate verbally like 
deaf and mute people. They use sign language to communicate. 
Many research has been done to translate or recognize sign 
language. Key to sign language translation is hand gesture 
recognition. In this paper, Indonesian Sign language (SIBI) 
Recognition System is proposed. This system use Leap Motion 
Controller device and new feature extraction method to obtain 
more accurate gesture data. Input data taken from Leap Motion 
is position data within the time range t. This position data is 
calculated by relative coordinate so as to get the vector feature for 
a movement. Data classification processed by k-Nearest Neighbor 
(k-NN) and Support Vector Machine (SVM). This proposed 
system using new feature extraction method gives an average 
accuracy level of sign language recognition equal to 95.15% by 
using k-NN classification and 93.85% by using SVM classification. 

Keywords—Feature Extraction; Hand Gesture Recognition; 
Sign Language; Leap Motion; 

I.  INTRODUCTION 
Communication is a need for people to interact and exchange 

information to each other. Communication is divided into two, 
they are verbal and non-verbal communication. Generally, in 
daily life, people use verbal communication [1]. However, some 
of them have disability to use verbal communication. They are 
deaf and mute. They communicate by sign language. In 
Indonesia, sign language is divided into two, they are BISINDO 
and SIBI. BISINDO (Bahasa Isyarat Indonesia) is natural sign 
language of deaf-mute so that it is often used by them to 
communicate to each other. SIBI (Sistem Isyarat Bahasa 
Indonesia) is an Indonesian sign language which standardized 
by government. SIBI is made to connect the communication 
between deaf-mute and normal people. Nevertheless, not all of 
normal people understand SIBI and even not a few of deaf-mute 
people find it difficult to use SIBI [2]. 

In recent years, there are many researches about sign 
language recognition. Previous researches offer a solution to 
facilitate deaf-mute to be able to communicate with normal 
people and facilitate normal people to understand sign language. 
These researches refer to hand gesture recognition of the sign 
language [3]. Sign language gesture is a body language formed 

by hand and finger movement and position [4]. There are two 
types of sign language gesture, they are static and dynamic 
gesture. Static gesture is a fixed gesture of hand and finger 
without any change in movement or position within a certain 
time. While dynamic gesture is a series of hand and finger 
gesture with a movement which formed a pattern in a certain 
time. Examples of alphabet sign language illustrated in Fig. 1. 
These alphabet are SIBI sign language. All of the alphabet has 
static gesture except for alphabet J and Z which have dynamic 
gesture. 

Fig. 1. SIBI sign language 

This paper use pattern recognition approaches to recognize 
SIBI sign language gesture. The device used to support this 
research is Leap Motion Controller. Leap Motion has a camera 
sensor which can visualize a real-time 3D hand model in virtual 
system [5]. We proposed a new feature extraction method to 
recognize a pattern in hand movement. Our feature extraction 
involve calculation of relative coordinate in Cartesian 
coordinate system of the hand. This feature extraction applied in 
our system to recognize sign language gestures especially SIBI. 

II. PREVIOUS WORKS

Many researchers tried to build hand gesture recognition 
system, especially for sign language recognition. They perform 
a variety of approaches and use different sensors to build sign 
language recognition systems.  
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Ching-Hua Chuan, et al [6] build American Sign Language 
(ASL) recognition system using Leap Motion Controller. The 
features used for machine learning are pinch strength, grab 
strength, average distance, average spread, average tri-spread, 
extended distance, dip-tip projection, orderX, and angle. Pinch 
and grab strength obtained from the API while the other features 
derived from the API using specific calculation. They record 
gesture dataset of 26 ASL alphabet from two people, one of them 
is deaf. They apply two classification method, those are k-
Nearest Neighbor (k-NN) and Support Vector Machine (SVM). 
By using four-fold cross validation, they obtained 72.78% 
classification accuracy in k-NN method and 79.83% in SVM 
method.  

A.S. Elons, et al [7] also build sign language recognition 
system using Leap Motion Controller. Their system recognize 
Arabic sign language (ArSL). They use two different features 
selected from motion tracking data of the Leap Motion. These 
features are fingers position and distances between fingers. 
These features processed in Multi-layer perceptron Neural 
Network (MPL) for training and gesture classification. The 
result of the classification shows gesture recognition accuracy 
rate of 88% for finger position distance feature.  

João Gabriel Abreu, et al [8] evaluate the use of 
electromyogram (EMG) sensor in Myo Armband as a feature for 
sign language recognition. The sign language used for 
evaluation is 20 Brazilian sign language (LIBRAS) alphabet 
which has static movement. Classification performed by using 
Support Vector Machine (SVM). As a result, with EMG sensor 
alone, sign language gesture is very difficult to recognize 
compared using other hand gesture recognition techniques. 
However, they believe that the result of EMG data sensor are 
significant enough to be added to sign language recognition 
system as additional feature. Yun Li, et al [9] build sign language 
recognition system using accelerometer and electromyography 
(EMG) sensor which worn in forearm. They propose a 
combination of multi-channel and multi-sensor information 
strategy to automatically recognize sign language at sub-word 
level. Decision Tree is used as gesture classification method. 
They perform a test of 121 frequently used Chinese sign 
language. Data collection in 4 research sessions obtained 4 
groups of data samples. Recognition was done using four-fold 
cross validation with 3 groups as training data and remaining 1 
group as test data. By method proposed, the average accuracy 
rate of the sign language recognition reaches 95.78%. 

Leap Motion is a new sensor device than the other hand 
gesture recognition sensors. Leap motion commonly used in 
game or VR application. Until now, Leap Motion is still being 
developed to obtain better hand detection results. Therefore, 
Leap Motion is a promising sensor device for sign language 
recognition system. 

III. LEAP MOTION CONTROLLER SENSOR

In recent years, many devices have been used by researchers 
to research hand gesture recognition, especially sign language 
recognition. One of device is Leap Motion Controller. Leap 
Motion is a device with 2 camera sensors and infrared LED that 
can detect hand movements in its detection space. The advantage 
of Leap motion is that it can detect hand movements to the 
fingers in real-time [7]. Leap Motion reads hand and finger 

information and visualizes the information in the form of a 3D 
hand model which is resulting in a series of data. This data are 
position, speed, and orientation [10]. In this research we focus 
on position data. Position data are coordinate values of X, Y, and 
Z in Cartesian coordinate system. This data obtained from 
certain points of the hand, including the Palm point and the 
finger joints points. The points that are recognized by Leap 
Motion are marked by the green ball in Fig. 2. 

Fig. 2. Recognized points of the hand in Leap Motion 

Each finger joints and hand has its own coordinate value with 
center coordinate reference (0, 0, 0) in the Leap Motion itself. 
The movement of hand gesture from time to time can be known 
from the coordinate of the points. Thus, this coordinate point’s 
value can be used to recognize a particular gesture movement. 

IV. PROPOSED SYSTEM

This section presents the process of a new feature extraction 
method proposed by us. This feature extraction transforms the 
input data into a feature vector and selects the features so as to 
obtain efficient and effective data for later process [11]. In the 
proposed system, 3D handed models visualized by Leap Motion 
device are displayed in 3D space coordinate of x, y, and z-axis 
Cartesian. We provide 16 reference points of coordinate in 3D 
hand model. These points are scattered in the palm and finger 
joints as shown in Fig. 3. 

Fig. 3. Reference points in hand 

The difference between this proposed system and the 
existing system in [6] is the features we used. The existing 
system use feature as explained in previous Section II while our 
proposed system use positions based on reference points as 
features. 

The other existing sign language recognition system in [7] 
use fingers position as one of its feature. The system use the tip 
of each fingers position as explained in previous Section II while 
our proposed system use more detailed positions in each fingers 
called reference points as shown in Fig. 3. 



The reference points in Fig. 3 include Palm (1), Thumb1 (2), 
Index1 (3), Middle1 (4), Ring1 (5), Pinky1 (6), Thumb2 (7), 
Index2 (8), Middle2 (9), Ring2 (10), Pinky2 (11), Thumb3 (12), 
Index3 (13), Middle3 (14), Ring3 (15), and Pinky3 (16). Each of 
these points have 3 values (x, y, and z coordinate) so that there 
are 48 raw data values as shown in TABLE I. 

TABLE I. 48 DATA VALUE OF COORDINATES DETAIL IN HAND 
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Leap Motion is a sensor device that captures data in real-
time, so that the coordinate points collection on each gesture is 
limited to ten times (ten frames) in t seconds of capture as in Fig. 
4. This t is the time it takes for people to perform a hand sign 
language gesture. 

 
Fig. 4. Collection of coordinate points is performed 10 times (frames) in time 

range t 

Total data values taken in a single data retrieval is 16 points 
multiplied by 3 coordinates (x, y, z) multiplied by 10 frames so 
that the total value obtained is 480. To alleviate the performance 
of the system, it is necessary exclude some points. The excluded 
points are Thumb2 (7), Index2 (8), Middle2 (9), Ring2 (10), and 
Pinky2 (11) in Fig. 3. These points are excluded because they 
tend to have the same data pattern as Thumb1 (2), Index1 (3), 
Middle1 (4), Ring1 (5), and Pinky1 (6). Thus, the total data value 
taken is 11 point multiplied by 3 coordinates multiplied by 10 
frames equals to 330 values. 

The detail of the points used are Palm (1), Thumb1 (2), 
Index1 (3), Middle1 (4), Ring1 (5), Pinky1 (6), Thumb3 (12), 
Index3 (13), Middle3 (14), Ring3 (15), and Pinky3 (16) as 
shown in Fig. 3. From these points, in single gesture data 
retrieval, the value obtained as shown in TABLE II. 

TABLE II. DATA OBTAINED FROM A SINGLE GESTURE 
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The use of relative coordinate performed to obtain dynamic 
motion patterns in the data. The palm coordinate point at the 
beginning of the frame is used as the reference point of the 
relative coordinates. Thus, all the coordinates (x, y, z) in the 10 
frames are subtracted by the first palm value (x, y, z) of the frame 
to obtain the data in TABLE III. 

TABLE III. NEW SINGLE GESTURE DATA AFTER A REDUCTION OPERATION BY 
RELATIVE COORDINATE 
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In TABLE III, the first frame palm point is always 0 because 
it is subtracted by itself which is the reference point of the 
relative coordinate. Values other than this relative coordinate 
reference point value are used as features so that there are a total 
of 327 features in a single gesture. These features are the values 
used to represent a hand gesture. With this feature, both static 
and dynamic gesture can be recognized. Dynamic gesture 
patterns can be recognized in the change of palm point values 
from frames 2 to 10. 

TABLE IV. DATASET MODEL 

Class Feature1 Feature2 Feature3 … Feature327
Gesture 1 Value 1 Value 2 Value 3 … Value 327
Gesture 2 Value 1 Value 2 Value 3 … Value 327

…
 

…
 

…
 

…
 

…
 

…
 

Gesture n Value 1 Value 2 Value 3 … Value 327
 

TABLE IV is an illustration of the system dataset model. The 
classes in TABLE IV are the labels of a gesture, while Feature 1 
to Feature 327 are values that shape the pattern of a gesture. 

The k-Nearest Neighbor (k-NN) Algorithm is used to 
classify new gesture inputs based on previously created datasets. 
The principle of k-NN is to find k data in a dataset that has a 
similarity to new data based on minimum distance. This 



minimum distance is calculated using the Euclidean Distance 
(di), as in (1). 

  (1) 

Variable x1, in (1), is new test data, x2 is training data in 
dataset, and n is number of data in dataset. Each data in dataset 
calculated with the result that each data has values {d1, d2, d3, 
…, dn}. These values ranked based on minimal value, and then 
top k values are selected. The test data is classified based on the 
dominant label on the k-data. 

V. RESULT 
In the proposed system, we record 26 alphabet A-Z signs 

from SIBI. These signs performed by 5 different persons. Each 
person perform 10 times record for each sign. Thus, every 
alphabet has 50 gesture variant. As a result, the dataset has a total 
instance of 1300 gesture data.  

We applied k-NN for sign recognition. We validate the data 
using leave-one-out cross validation. The highest accuracy 
achieved by using k-NN is 95.15% with k = 1. The detailed k-
NN accuracy result is shown in TABLE V. 

TABLE V. K-NN ACCURACY RESULT 

Alphabet Accuracy 
Miss-

Classified 
as 

Alphabet Accuracy 
Miss-

Classified 
as 

A 94% 
N (2%) 
S (4%) N 66% 

A (4%) 
M (22%) 
S (8%) 

B 100% - O 100% - 

C 100% - P 96% 
H (2%) 
T (2%) 

D 96% 
L (2%) 
X (2%) Q 100% - 

E 100% - R 90% 
K (2%)  
U (6%) 
X (2%) 

F 98% Z (2%) S 84% 

A (2%) 
D (2%) 
M (4%) 
N (8%) 

G 98% Z (2%) T 100% - 

H 96% O (4%) U 96% 
K (2 %) 
R (2%) 

I 100% - V 96% U (4%) 
J 100% - W 98% B (2%) 

K 92% 
R (2%) 
U (4%)  
V (2%) 

X 94% 
D (2%) 
T (4%) 

L 98% B (2%) Y 100% - 

M 84% 
N (12%) 
S (4%) Z 98% D (2%) 

 

As for comparison, we also applied Support Vector Machine 
(SVM) and validate the data using leave-one-out cross 
validation. There are various kernel in SVM but the one resulting 
the best performance is Radial Basis Function (RBF) kernel. 

This kernel yields 93.85% accuracy. The detailed SVM accuracy 
result is shown in TABLE VITABLE VI. 

TABLE VI. SVM ACCURACY RESULT 

Alphabet Accuracy 
Miss-

Classified 
as

Alphabet Accuracy 
Miss-

Classified 
as

A 88% 
M (2%) 
S (10%) N 74% 

A (4%) 
M (14%) 
S (8%) 

B 100% - O 100% - 

C 100% - P 96% 
X (2%) 
Z (2%) 

D 96% Z (4%) Q 100% - 

E 98% Z (2%) R 94% 
U (4%) 
X (2%) 

F 98% Z (2%) S 66% 

A (14%) 
E (2%) 
M (8%) 
N (8%) 
Z (2%) 

G 98% Z (2%) T 98% N (2%) 

H 98% O (2%) U 76% 
K (8%) 
R (16%) 

I 100% - V 98% R (2%) 
J 100% - W 98% B (2%) 

K 92% 
R (2%) 
V (6%) X 94% 

D (2%) 
T (4%) 

L 98% B (2%) Y 100% - 

M 80% 
N (18%) 
S (2%) Z 100% - 

 

TABLE VI and TABLE VI show that feature extraction 
using relative coordinate and calculating values on frames in t 
periods yields a high rate accuracy. From the result, k-NN gives 
better performance result than SVM. The average overall 
accuracy rate of k-NN is 95.15%. Both static and dynamic 
movements can be well recognized. However, there are some 
miss-classification in some features of the gesture. Some of them 
are movements A, E, M, N, and S in Fig. 5. 

 
Fig. 5. Gesture A, E, M, N, and S 

Although the gesture of A, E, M, N, and S in Fig. 5 seems 
different, but in reality, Leap Motion Sensor detection provide 
almost similar information results. This can be seen in the 
visualization of 3D hand models from Leap Motion in Fig. 5. 
The shape of the hand gestures of the five alphabets tends to 
have a clenching hand. Visualization of 3D hand model by Leap 
Motion has limitations in the curve of the fingers which are not 
too deep and detail. For example, the curve of the thumb gesture 
of the alphabet E is not very deep and tends to be similar to the 



thumb gesture A and S curve. However, the system can still 
recognize each of the movements A, E, M, N, and S with fairly 
high accuracy. The amount of data in the dataset also affects the 
accuracy. This is proven by validating data from 2 persons. As a 
result, the average accuracy rate dropped to 90.19% by using k-
NN with k = 1. 

VI. CONCLUSION 
In this study, we propose a sign language recognition system 

using the new feature extraction method. The sign language we 
use is Indonesian Sign Language (SIBI). Our feature extraction 
only retrieves the position data information from the points on 
the hand recognized by Leap Motion. Position data is calculated 
using the concept of relative coordinate. We have recorded the 
A-Z alphabet gesture dataset which each gesture has 10 data 
from 4 different people. We test this data using the Leave-one-
out cross validation and classify it using k-Nearest Neighbor and 
Support Vector Machine. Based on the results, our feature 
extracted data obtained an average accuracy rate of 95.15% by 
using k-NN and 93.85% by using Support Vector Machine. This 
accuracy is achieved by only utilizing position data only. 
However, there are still some misclassification. Therefore, in 
future research, this system can be added by other features 
available from Leap Motion such as orientation, speed, or other 
information about fingers and hands to have a better system 
performance. This research also still use one hand gesture which 
is right hand. For the future works, this research can be 
developed into a two-handed sign language recognition system. 
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